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Abstract: This study aims to perform modeling and determine the factors that significantly and 

not significantly influence the completion of the thesis. The analysis used is the path analysis 

of the decomposition method. The data used is primary data by distributing questionnaires. 

Based on the results of the analysis that has been done, the path analysis model for the factors 

that influence the completion of the thesis are: 

𝑌3 = −0.0312𝑥1 + 0.1159𝑥2 + 0.3575𝑥3 − 0.2233𝑦1 + 0.0905𝑦2 + 0.897 
The factors that significantly effect are facilities (𝑥3), selection of specialization courses (𝑦1), and 

selection of courses (𝑦2). While lecturer factor (𝑥1) and motivation factor (𝑥2) have no effect. 

Supporting facilities factor and selection of supporting courses factor only directly affect the 

completion of minithesis. While the selection of specialization courses also has indirect effect 

to the completionof the thesis. 

 

Key Word : Path Analysis, Decomposition Method 

  

  

INTRODUCTION  

 

Thesis is a scientific essay resulting from student research which is part of the academic 

education requirements and is also the final gate that must be passed by all undergraduate students 

to earn their bachelor's degree. In the process of working on the thesis does not always run smoothly. 

Students often find difficulties in writing their thesis. This will cause the length of time needed for a 

student to complete the thesis. According to [1] in his research, it states that there are several 

supporting factors and obstacles that influence the process of writing a thesis including: internet 

facilities, motivation, references in the form of previous thesis, parental support, difficulty finding 

problems, supporting courses, and supporting facilities. 

Based on the results of observations made on Information Technology Program Students at 

Bumigora University, several factors also influenced the completion of the thesis, namely the 

selection of areas of interest and the selection of supporting courses. By choosing an area of interest, 

students can determine which supporting courses to take next. In choosing a field of interest, 

students consider several factors, namely lecturers, motivation, and supporting facilities. So, we 

need an analysis that can determine whether these factors have a direct effect on the completion of 
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the thesis or have an indirect effect (through intermediary variables). The analysis that can be used 

is path analysis. Path analysis is one of the multivariate analyzes used to determine the relationship 

pattern between the independent (exogenous) and dependent (endogenous) variables. 

In this study, a model of the relationship between exogenous and endogenous variables was 

formed, namely the completion of the thesis and it was determined how much direct and indirect 

influence the exogenous variables had. The method used is the decomposition method. This method 

is a model building method by including all exogenous variables into the model, without eliminating 

variables that have no significant effect. 

LITERATURE REVIEW 

Path Analysis 

Path analysis which is known as path analysis was developed in 1920 by an expert named 

Sewall Wright [2]. Path analysis and multiple regression analysis are related. Path analysis is a 

further development or expansion of multiple regression analysis. So that regression analysis can 

be said as a special form of path analysis. 

In path analysis, it is known that there are terms of direct influence and indirect influence. 

Direct influence can be interpreted as the influence of an exogenous variable on endogenous 

variables that occurs without going through other endogenous variables. Meanwhile, the indirect 

effect is the effect of an exogenous variable on endogenous variables through other endogenous 

variables contained in the causal model being analyzed [3]. 

Before using path analysis, you must first model the relationship between variables, which is 

called a path diagram. The relationship between variables in the path diagram is expressed by two 

types of arrows, namely straight arrows with one head, arrows indicating a causal relationship 

between two variables and curved lines with two arrows indicating a correlational relationship 

between two variables [2]. 

 

      𝑥1 

   

 𝑦1  𝑦2 
 𝑥2 

Figure 1. Model the relationship between variabels 

In conducting path analysis there are several assumptions that must be met, namely the 

relationship between variables must be linear, additive, and causal and have a recursive relationship 

pattern. Residual variables should not be correlated with each other. The data used is an interval 

scale. Must meet classical assumptions as well as multiple regression analysis [4]. The method that 

can be used in path analysis is the decomposition method. The decomposition method is a model 

building method by including all exogenous variables into the model, without eliminating 

insignificant variables [3]. 

Exogenous and Endogenous Variables 

The strength of the relationship between variables in a correlation is expressed by the 

correlation coefficient. Meanwhile, in path analysis there is a path coefficient. The path coefficient 

shows the strong influence of exogenous variables on endogenous variables [4]. In research [5], the 

calculation of the path coefficient is not much different from the method of estimating parameters in 

ordinary linear regression. The steps for calculating the path coefficient are as follows: 

𝜀1 
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• Draw a path diagram along with its structural equation 

• Calculating the correlation coefficient between variables using the Product Moment 

Coefficient (r) equation 1: 

•  

𝒓𝒙𝒊𝒙𝒋
=

𝒏(∑ 𝒙𝒊𝒉
𝒏
𝒉=𝟏 𝒙𝒋𝒉)−(∑ 𝒙𝒊𝒉

𝒏
𝒉=𝟏 )(∑ 𝒙𝒋𝒉

𝒏
𝒉=𝟏 )

√{𝒏 ∑ 𝒙𝒊𝒉
𝟐 −(∑ 𝒙𝒊𝒉

𝒏
𝒉=𝟏 )𝟐𝒏

𝒉=𝟏 }{𝒏 ∑ 𝒙𝒋𝒉
𝟐 −(∑ 𝒙𝒋𝒉

𝒏
𝒉=𝟏 )𝟐𝒏

𝒉=𝟏 }

   (1) 

Next, a correlation matrix between variables is formed, namely 𝑹𝒙𝒊𝒙𝒋
 and 𝑹𝒙𝒊𝒚 for 

each of the substructures formed 

• Calculating the inverse of the correlation matrix between exogenous variables 

𝑹𝒙𝒊𝒙𝒋

−1of each substructure. 

• Calculating all path coefficients (𝜌𝑦𝑥𝑖
) where 𝑖 = 1,2,3, … 𝑘 with the equation 2: 

[𝝆𝒚𝒙𝒊
] = [𝑹𝒙𝒊𝒙𝒋

]
−𝟏

[𝑹𝒙𝒊𝒚]      (2) 

 

In path analysis, the coefficient of determination is used to calculate the value of the residual 

coefficient (𝜌𝑦). The residual coefficient is the magnitude of the influence of other variables outside 

the model that are not observed. To calculate the value of the residual coefficient, the following 

equation 3: 

𝝆𝒚𝒌
= √𝟏 − 𝑹𝟐      (3) 

In research [5], after the path coefficient value is obtained, simultaneous and partial testing 

is carried out like ordinary regression analysis. Testing simultaneously (simultaneously) using the F 

test. The hypothesis used in the simultaneous test is: 

𝐻0  :  𝜌𝑦𝑥1
= 𝜌𝑦𝑥2

= ⋯ = 𝜌𝑦𝑥𝑘
= 0 

     𝐻1  : 𝜌𝑦𝑥1
= 𝜌𝑦𝑥2

= ⋯ = 𝜌𝑦𝑥𝑘
≠ 0 

The F test statistics used are as equation 4: 

𝑭 =
(𝒏−𝒌−𝟏)𝑹𝟐

𝒌(𝟏−𝑹𝟐)
             (4) 

where n is the number of samples, k is the number of exogenous variables, and R^2 is the coefficient 

of determination. The decision making criterion is that if the value of 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 > 𝐹𝛼 ;(𝑘,𝑛−𝑘−1) then 𝐻0 

is rejected. Meanwhile, the partial test is used using the t test, where the hypothesis used is as 

follows: 

𝐻0  :  𝜌𝑦𝑥𝑘
= 0 

    𝐻1  : 𝜌𝑦𝑥𝑘
≠ 0 

The t test statistic for the partial test is, as equation 5. 

           𝒕 =
𝝆𝒚𝒙𝒊

√(𝟏−𝑹𝟐)𝑪𝒊𝒊
𝒏−𝒌−𝟏

        (5) 

where n is the number of samples, k is the number of exogenous variables, 𝜌𝑥𝑖
is the path coefficient, 

𝐶𝑖𝑖 is the inverse value of the correlation matrix, and 𝑅2 is the coefficient of determination. The 

decision making criterion is if the value of 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑡𝛼

2
 ;(𝑛−𝑘−1)

then 𝐻0 is rejected. 

Furthermore, according to the assumptions in the path analysis, it is necessary to test the 

residual assumptions, namely whether the residuals meet the assumptions of identical, independent, 

and normality assumptions or meet the IIDN assumptions with a mean of 0 and a variance of 𝜎2as 

in the case of multiple regression analysis. 
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METHOD 

The population in this study were students of the Information Technology Study Program, 

Faculty of Engineering, Bumigora University, from class of 2019 to class of 2022. The data used is 

primary data obtained by distributing questionnaires directly to 100 people. 

In this study, there are two types of variables, namely exogenous and endogenous variables. 

Exogenous variables include lecturers (𝑥1), motivation (𝑥2), and supporting facilities (𝑥3Meanwhile, 

the endogenous variables are interest field selection (𝑦1), course selection (𝑦2), and thesis completion 

(𝑦3). 

The first step in this study was to develop a Likert scale questionnaire. Furthermore, the 

questionnaire was tested on 30 respondents and a validity and reliability test was carried out. If the 

data is valid and reliable, then the required sample size is determined and the questionnaire is 

redistributed. Furthermore, the data obtained were analyzed using the path analysis decomposition 

method. The first step is to create an overall path diagram. Then formed each substructure and 

substructural equations. For each substructure, the value of the path coefficient is sought using 

formula (2), after previously looking for the correlation between variables using formula (1). 

Calculation of the residual coefficient is also carried out using formula (3). The path coefficient that 

has been obtained is then tested simultaneously with formula (4) and partially using formula (5). 

After testing the path coefficient, proceed with testing the residual assumptions. The final step is to 

determine which factors have a direct and indirect effect on the endogenous variables. 

RESULTS AND DISCUSSION 

Based on the relationship between each exogenous variable and endogenous variable, the 

overall path diagram can be formed as follows: 

                                                                                             𝜀1 

 

                                                       

                                                                                                                           𝜀3 

  

 

 

 

                              

 

Figure 2. Overall Path Diagram 

 Based on the path diagram above, the substructural equation can be formed as follows: 

𝑌1 = 𝜌𝑥1𝑦1
𝑥1 + 𝜌𝑥2𝑦1

𝑥2 + 𝜌𝑥3𝑦1
𝑥3 + 𝜌𝑦1

𝜀 

𝑌2 = 𝜌𝑥1𝑦2
𝑥1 + 𝜌𝑥2𝑦2

𝑥2 + 𝜌𝑥3𝑦2
𝑥3 + 𝜌𝑦1𝑦2

𝑦1 + 𝜌𝑦2
𝜀 

       𝑌3 = 𝜌𝑥1𝑦3
𝑥1 + 𝜌𝑥2𝑦3

𝑥2 + 𝜌𝑥3𝑦3
𝑥3 + 𝜌𝑦1𝑦3

𝑦1 + 𝜌𝑦2𝑦3
𝑦2 + 𝜌𝑦3

𝜀 

For the three structural equations, then analyzed using path analysis decomposition method. 
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 Substructural equation 1 describes the effect of 𝑥1, 𝑥2, and 𝑥3  on 𝑦1. The following is the path 

coefficient value obtained along with the results of the substructure path coefficient significance test 

1 : 

 

     Table 1. Path coefficient for substructure equation 1 

From           to Koef. path 𝒕𝒉𝒊𝒕 Sig. 𝑭𝒉𝒊𝒕 Sig. 𝑹𝟐 

𝒙𝟏  −0,119 −1,133     No    

𝒙𝟐 𝑦1 0,0013 0,0126 No 1,354 No 0,0406 

𝒙𝟑  0,203 1,8781 No    

 

Based on table 1 it can be seen that the value of 𝐹ℎ𝑖𝑡 < 𝐹𝑡𝑎𝑏𝑒𝑙 = 2,699 and all values of 𝑡ℎ𝑖𝑡 < 𝑡𝑡𝑎𝑏𝑒𝑙 =

1,985 which means that both simultaneously and partially 𝑥1, 𝑥2, dan 𝑥3have no effect on 𝑦1. 

 Substructural equation 2 describes the effect of 𝑥1, 𝑥2, 𝑥3  and  𝑦1 on  𝑦2. The following is the 

path coefficient value obtained along with the results of the substructure path coefficient significance 

test 2 : 

      Table 2. Path coefficient for substructure equation 2 

From           to Koef. pat 𝒕𝒉𝒊𝒕 Sig. 𝑭𝒉𝒊𝒕 Sig. 𝑹𝟐 

𝒙𝟏  0,0694 0,0631 No    

𝒙𝟐 𝑦2 0,0752 0,7377 No 1,8979 No 0,962 

𝒙𝟑  −0,0704 −0,6460 No    

𝒚𝟏  0,2640 2,6188 Yes     

 

Based on table 2 it can be seen that the value of 𝐹ℎ𝑖𝑡  < 𝐹𝑡𝑎𝑏𝑒𝑙 = 2.4675  which means that 

simultaneously 𝑥1, 𝑥2, 𝑥3, dan 𝑦1have no effect on 𝑦2. Meanwhile, partially only y_1 has an effect 

when compared to the value of 𝑡𝑡𝑎𝑏𝑒𝑙 = 1.9853. 

 Substructural equation 3 describes the effect of 𝑥1, 𝑥2, 𝑥3  , 𝑦1 and  𝑦2 on 𝑦3 . The following is 

the path coefficient value obtained along with the results of the substructure path coefficient 

significance test 3. 

      Table 3. Path coefficient for substructure equation 3 

From          to Koef. path 𝒕𝒉𝒊𝒕 Sig. 𝑭𝒉𝒊𝒕 Sig. 𝑹𝟐 

𝒙𝟏  −0,0312 −0,0312 No    

𝒙𝟐  0,1159 1,2088 No    

𝒙𝟑 𝑦3 0,3575 3,4899 Yes  4,5251 Yes  0,194 

𝒚𝟏  −0,2233 −2,2808 Yes     

𝒚𝟐  0,0905 3,466 Yes    

 

Based on table 3 it can be seen that the value of 𝐹ℎ𝑖𝑡  > 𝐹𝑡𝑎𝑏𝑒𝑙 = 2,3112 which means that 

simultaneously  𝑥1, 𝑥2, 𝑥3, 𝑦1 dan 𝑦2have an influence on 𝑦3 While partially 𝑥3, 𝑦1, dan 𝑦2 have an 

effect on 𝑦3when compared to the value of 𝑡𝑡𝑎𝑏𝑒𝑙 = 1,9855. Nilai 𝜌𝑦3
is 0.897. 
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 Furthermore, residual testing is carried out for substructure 3. Based on the results obtained 

for the substructural equation 3, the residuals fulfill the identical, independent, and normal 

assumptions so that direct and indirect effects on variable 𝑦3 can be calculated. The results obtained 

can be seen as follows: 

      Table 4. Direct Influence, Indirect Influence, and Total 

 Influence  

Total Variabel Direct Indirect 

 𝑥1 𝑥2 𝑥3 𝑦1 𝑦2 

𝒙𝟏 - - - - - - - 

𝒙𝟐 - - - - - - - 

𝒙𝟑 0,3575 - - - - - 0,3575 

𝒚𝟏 −0,2233 - - - - 0,0239 −0,1994 

𝒚𝟐 0,0905 - - - - - 0,0905 

 

Based on table 4 above, it can be seen that the factors that have a direct effect on 𝑦3 are the variable 

𝑥3 of 0.3573 and 𝑦2 of 0.0905. While the factor 𝑦1has a direct and indirect effect on 𝑦3, namely through 

𝑦2 of -0.1994. 

4. CONCLUSION  

Based on the results and discussion that has been done, the following conclusions can be 

drawn for this study: 

• The path analysis model obtained for the factors that influence the completion of the thesis are  

𝑌3 = −0,0312𝑥1 + 0,1159𝑥2 + 0,3575𝑥3 − 0,2233𝑦1 + 0,0905𝑦2 + 0,897  

• The factors that have a direct influence on the completion of the thesis are the supporting 

facilities and the selection of courses. Meanwhile, the selection factor for the field of interest has 

an indirect effect, namely through the selection of courses. Meanwhile, for lecturers and 

motivation factors have no influence on the completion of the thesis. 
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